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Personalization

With personalization we try to find the “right content for the right
person at the right time” [10].

Applications in Communication, Persuasive technology, Marketing,
Healthcare, etc., etc.

More formally, we assume we have a population of N units, which represent themselves sequentially. For each unit
i=1,...,i = N we first observe their properties x;, and subsequently, using some decision policy (), we choose
a treatment a;, (i.e. w : (x;, d) — at). After the content is shown, we observe the associated outcome, or reward

r;, and our aim is to choose 7r() such that we maximize Z,N:1 r.



Overview

Selecting persuasive interventions

Selecting personalized persuasive interventions

Applications in persuasive technology design

Available software



Section 1

Selecting persuasive interventions



The multi-armed bandit problem

Fori=1,...,i=N
» We select and action a;. (Often actions k =1,..., k=K,
not always).

» Observe reward r;.

Select actions according to some policy
VI {al, ...,di-1,M,..., r,-_l} — a;.

Aim: Maximize (expected) cumulative reward Z,N:1 rj

(or, minimize Regret which is simply E;"Zl(ﬂmax —x()) [3]



The canonical solution: the “experiment”

Fori=1,...,i =n (where n << N):
» Choose k with Pr(a; = k) = +.
» Observe reward.
Compute 7. .., 7X and create guideline / business rule.

For i > n:
» Choose a; = arg max,(7,...,7X) [12, 6, 9].



Alternative solutions

1. e-Greedy:
Fori=1,...,i=N:
> w. Probability e choose k with Pr(a; = k) = 4.
» w. Probability 1 — € choose a = arg max, (F!,.
(given the data up to that point) [2].
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2. Thompson sampling:
Setup a Bayesian model for r1,... r
Fori=1,...,i=N:
» Play arm with a probability proportional to your belief that it is
the best arm.
» Update model parameters

K

Easily implemented by taking a draw from the posterior [4, 1]



Performance of different content selection policies
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Figure: Comparison in terms of regret between three different bandit
policies on a 3-arm Bernoulli bandit problem with true probabilities

p1 = .6, pp = p3 = .4 in terms of regret. Figure averages over m = 10.000
simulation runs. Thompson sampling outperforms the other policies.



Intuition behind a well performing allocation policy

A good policy effectively weights exploration and exploitation:

» Exploration: Try out the content that we are unsure about:
learn.

» Exploitation: Use the knowledge we have / choose the
content we think are effective: earn.

We can think about the experiment as moving all exploration up front. In this case, it is a) hard to determine how

much we need to explore (since there is no outcome data yet), and b) we might make a wrong decision.



Section 2

Selecting personalized persuasive interventions



The problem

Fori=1,...,i=N
» We observe the context X;.
» We select and action a;.

» Observe reward r;

Aim remains the same, but problem more challenging: the best
action might depend on the context.



The current approach

» Do experiments within subgroups of users
(or, re-analyze existing RCT data to find heterogeneity).

» Subgroup selection driven by a theoretical understanding of
the underlying mechanism.

» Effectively solve a non-contextual problem within each
context.

Thus, we see the problem as many separate problems

In the limit: no room for exploration when users are fully unique!
(N=1)



Searching the context x action space

» Different outcome for each action for each covariate.

> We need to learn this relation efficiently.



An alternative approach

It is easy to extend Thompson sampling to include a context

Fori=1,...,i=N:
» Create a model to predict E(r:) = f(a¢, x¢) and quantify your
uncertainty (e.g., Bayes)

» Exploration: Choose actions with uncertain outcomes.

» Exploitation: Choose action with high expected outcomes.

Very flexible models available for E(r;) = f(at, xt) [8, 7, 13] and efficient procedures are available for incorporating

uncertainty: LinUCB [5], Thompson Sampling [11], Bootstrap Thompson Sampling [6], etc.



Performance
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Figure: Simple comparison of LinUCB ( “frequentist Thompson
sampling” ) with non-contextual approaches for a 3-armed Bernoulli
bandit with a single, binary, context variable. Already in this very simple
case the difference between the contextual and non-contextual approach
is very large.
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Applications in persuasive technology design



Personalized reminder messages!

» Susceptibility estimated
based on behavioral response
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> Selection of strategies
Adaptive, Original,
Pre-tested, Random
» Adaptation done use
(hierarchical) Thompson
sampling

> Large differences in success
probability
» N =1129

1Kaptein & van Halteren (2012).
Adaptive Persuasive Messaging to Increase Service Retention.
Journal of Personal and Ubiquitous Computing



Optimizing the decoy
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2Kapte:in, M.C., van Emden, D., & lannuzzi, D. (2016) “Tracking the decoy; Maximizing the decoy effect
through sequential experimentation” Palgrave Communications
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Personalized persuasive messages in e-commerce’

» Change persuasive messages

> Using online hierarchical
models

> Three large scale

, o
(n > 100.000) evaluations & ,j/ ?;

3Kaptein, Parvinen, McFarland (2018) “Adaptive Persuasive Messaging” European Journal of Marketing



Personalized persuasive messages in e-commerce
Results

Trial Type Visitors Page Views Adaptive Random Status quo
1 Bathing 563,776 2,085,996 80.0% 19.5% 5%
products

2 Lingerie 44,740 167,426  70.0% 20.0 % 10.0 %
3 Flashsales 375,013 5,403,056 60.0 % 20.0% 20.0%
Trial Observations Status quo (A) Random (B) Adaptive (C)

! 2,085,996 1° 1.061 1.083*

2 167,426 1° 1.012 1.036"

3 5,403,056 15¢ 1.0347¢ 1.076"
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Available software



Streaming Bandit

» Back end solution for online execution of bandit policies
» Setup a REST server to handle action selection

> Recently released first stable version

We identify two steps:

1. The summary step: In each summary step 0_1 is updated by
the new information {x;, ay, rv'}. Thus,
Oy = g(0p_1,xp, ay, rv) where g() is some update function.

2. The decision step: In the decision step, the model
r = f(a,xy; 0y) is evaluated for the current context and the
possible actions. Then, the recommended action at time t’ is
selected.

Implemented in getAction() and setReward() calls.



Streaming Bandit 2*

> See http:
//sb.nth-iteration.com el —

» Currently used in several

online evaluations of bandit
policies

4Kruijswijk, van Emden, Parvinen & Kaptein, 2018, StreamingBandit: Experimenting with Bandit Policies
Journal of Statistical Software.


http://sb.nth-iteration.com
http://sb.nth-iteration.com

Contextual — [R]

Package for offline evaluation of bandit policies see
https://github.com/Nth-iteration-labs/contextual
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https://github.com/Nth-iteration-labs/contextual

Questions?



Contact

Prof. Dr. Maurits Kaptein

Archipelstraat 13
6524LK, Nijmegen
The Netherlands

email: m.c.kaptein@uvt.nl
phone: +31 6 21262211



Q>
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