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Abstract. Rapid population aging and the availability of sensors and intelligent objects motivate the development of healthcare
systems; these systems, in turn, meet the needs of older adults by supporting them to accomplish their day-to-day activities.
Collecting information regarding older adults daily activity potentially helps to detect abnormal behavior. Anomaly detection
can subsequently be combined with real-time, continuous and personalized interventions to help older adults actively enjoy
a healthy lifestyle. This paper introduces a system that uses a novel approach to generate personalized health feedback. The
proposed system models user’s daily behavior in order to detect anomalous behaviors and strategically generates interventions to
encourage behaviors conducive to a healthier lifestyle. The system uses a Mamdani-type fuzzy rule-based component to predict
the level of intervention needed for each detected anomaly and a sequential decision-making algorithm, Contextual Multi-armed
Bandit, to generate suggestions to minimize anomalous behavior. We describe the system’s architecture in detail and we provide
example implementations for the anomaly detection and corresponding health feedback.
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1. Introduction

Nowadays, for the first time in history, the major-
ity of people can expect to live into their 60s and
beyond [1]. In 2008, the World Health Organization
(WHO) declared that primary healthcare for the el-
derly is needed now more than ever before [2]. With
more people living longer there will be larger num-
bers of vulnerable people who may experience dif-
ferent physical and mental impairments and may also
need support to accomplish day-to-day activities. Most
older adults benefit from structure in their day-to-day
life and even begin to feel insecure when such struc-
ture is lacking. Hence, a strict daily routine provides
a sense of security against unknowns. A strict routine

*Corresponding author. E-mail: parvaneh.parvin@di.unipi.it.

also helps caregivers as they can use the routine to plan
the elderly’s activity. A daily routine simply sets in
place the same activities at generally the same time on
each day. It ensures that important activities get done
without fails, such as medication management, regu-
lar nutritious meals, and daily hygiene. A proper daily
routine can bring peace and predictability to the older
adult’s life. It can reduces stress and anxiety because
they know exactly what will be happening, how the
activity will be done, and when it will occur. A pre-
dictable routine can also help them to have a deeper
sleep [3] and to feel more confident.

In the field of remote healthcare, current technolo-
gies offer plenty of smart objects and sensors that en-
able long-term monitoring of an elderly’s in-home ac-
tivities and detecting deviation from his/her daily rou-
tine i.e., anomalies. A true challenge to such context-
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aware technology is to convert this huge amount of in-
formation into a system competent enough to detect
incoming changes in users’ daily routine activities and
automatically trigger health interventions to help pre-
vent serious health issues and maintain their routine
behavior. Indeed, there is a strong need to encourage
the elderly to change their anomalous behavior to a
healthy lifestyle [6].

The capabilities of elderly users who live in a smart
environment and their needs are the most important
requirements to consider to build such a system. Re-
searchers have focused on identifying the real needs
of the elderly who have the ability to accomplish cer-
tain daily activities. In such research, the elderly in-
volved need some kind of support from a caregiver or
a relative, but they can live independently most of the
time [4]. Previous work further identified that the most
highly valued systems, according to the elderly them-
selves and the caregivers, are remote care systems and
reminders [5]. Moreover, using remote care systems
helps experts and caretakers to keep track of the over-
all h ealth condition of older adults and provide them
with real-time feedback about anomalous behavior and
remote support.

Some systems can detect the anomalies, but they
suffer from high false alert rates because they do not
consider the effect of other related contexts (e.g., user
activity, the criticality level of that activity for each in-
dividual) and context history. Hence, the need to detect
and intervene timely is not well satisfied within exist-
ing models of health care. There is a pressing need to
develop comprehensive healthcare related approaches
to provide support to family, caregivers and the elderly
themselves.

For the older adults that are motivated to maintain
their day-to-day routine activities but encounter dif-
ficulties when trying to do so (e.g., because of mild
cognitive impairments), external interventions can be
very effective [7]. In addition, older people generally
have unique attitudes toward healthy behaviors and
this means that some designed interventions may fail
to satisfy their needs [8]. So, there is a need for person-
alized suggestions. In the majority of healthcare sys-
tems, such personalization is provided only through
human health coaches. In this paper, we address this
need by building an automated, personalized, health
intervention generation system. To this end, we pro-
pose a method that models user daily activity, recog-
nizes the user’s behavior from the collected informa-
tion, detects anomalous behavior and issues personal-

ized interventions based on the detected anomalous ac-
tivity.

1.1. Contribution

This paper presents a new integrated system which
builds and improves on earlier work and supports more
extensive actionable suggestions that take into account
both users’ anomalous behaviors and the user context.
With respect to the preliminary version [9], the addi-
tional contributions include:

– Applying a fuzzy rule-based system to identify
the intervention level based on the detected devi-
ations in user behavior.

– Developing an integrated system that utilizes the
user context (anomalous behaviors and interven-
tion level) to generate a set of personalized sug-
gestions using contextual Multi-armed Bandit
(cMAB) formalization which operationalizes the
principles of behavior change theories.

1.2. Organization of the paper

The remainder of this paper is organized as fol-
lows. Section 2 summarizes the related work; first, we
discuss prior work on anomaly detection and subse-
quently discuss possible behavioral interventions. In
sections 3 and 4 we describe the proposed system in
detail. Section 5 is dedicated to the presentation of the
simulations performed and the results obtained. Lastly,
in section 6 we further discuss the advantages of our
system, critically reflect on the approach, and provide
suggestions for future work.

2. Related Work

Several research contributions have been put for-
ward that address the urgent need for remote health-
care applications for the elderly. These studies concern
systems that provide support in three main areas: mod-
eling and understanding human routine behavior, de-
tecting deviations in human behavior, and personal-
izing persuasive interventions addressing detected is-
sues. The first category focuses on collecting user data
through advanced sensor technologies and modeling
user behavior by defining the relations between situa-
tions and the actions that describe the user’s routine.
The second one focuses on detecting any significant
changes in the users’ routine and their health condi-
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tion by considering current contextual events. Finally,
the last topic focuses on intervening—using persuasive
systems—to change the users’ behavior.

2.1. Modeling Human Routine Behavior

Routines are sequences of activities regularly fol-
lowed. In the area of remote monitoring, there are
some works focused on the basic activities [10, 11]
but these systems detect a limited number of activities.
Machine learning techniques are broadly used to de-
tect daily behavioral routines and have deployed su-
pervised [12] and unsupervised [13, 14] learning tech-
niques. Supervised machine learning approaches often
require lengthy and expensive data labeling by domain
experts. Instead, unsupervised learning methods clus-
ter behaviors without prior knowledge of labels, but
generally, there is no guarantee that the resulting clus-
ters represent routines, and they also require long-term
context history to learn the behavioral patterns.

In Kruger et al., they used symbolic models to de-
scribe user behavior in terms of preconditions and ef-
fects [15]. Such models describe user behavior in terms
of preconditions and effects. These rules are later used
to generate all valid execution sequences of human be-
havior. Such approaches have the advantage of gen-
erating execution sequences that do not appear often
in the training data. Another advantage of generat-
ing models from symbolic descriptions is in situations
where it is difficult to come up with sufficient amounts
of training data, such as when modeling the behavior
of cognitively impaired patients [16].

Banovic et al. [17] present an approach to manu-
ally exploring what behaviors characterize routines.
They present an algorithm based on an existing In-
verse Reinforcement Learning (maximum casual en-
tropy) which enables the system to automatically rea-
son about routines. In this work, they weakly label in-
stances using people’s demonstrated routine and clas-
sify new activities based on the probability that they
belong to the routine model. In previous work [9], we
modeled user routine activities according to the Con-
curTaskTrees (CTT) language [18] which is defined
in terms of a hierarchical composition of tasks con-
nected by various operators. These operators describe
the temporal relationships among tasks. Subsequently,
we developed an inference technique to map the events
in the user context with the task model.

2.2. Abnormal Behavior Detection

Besides behavior modeling, detecting behavior chan-
ges is another crucial and challenging task. For health-
care professionals, it is significant to determine the ac-
curate health status of a remotely located patient or an
aged person, so that when there is a need, appropri-
ate treatment is vetted in a timely manner. Fine [19]
proposes an efficient clustering technique for making
a decision on the health status of a remote subject. The
proposed technique uses the minimum spanning trees
as part of a clustering algorithm to differentiate be-
tween normal and anomalous readings from the sub-
ject, such as, is person A in room B? If yes, for how
long? The resulting information, when compared lo-
cally with similar readings from the subject during the
day, can help to determine the health status of the per-
son. The proposed technique is more accurate in the
presence of a lesser amount of information about the
subject, as opposed to other techniques such as sta-
tistical analysis. The large volume of data associated
with user behavior is one of the obstacles to achieving
anomaly detection in real-time. We overcome this ob-
stacle by subscribing interested events related to each
individual to the Context Manager, a middleware soft-
ware, in order to be notified when the events related to
the user daily activity occur in the context [9].

Monekosso and Remagnino [20] proposed a model-
based behavior analysis system. They use Hidden
Markov Models (HMM) to model user behavior from
sensed data. They identified activities (i.e., cooking,
eating, etc.) corresponding to the pattern of events
gathered by sensors. The system is able to recognize
the anomalies (e.g., repeated patterns) against a normal
behavior. But unlike our work, the detected anomalies
need further examination by a domain expert to pre-
cisely indicate the nature of the anomaly. Candas et
al., [21] propose and validate an automatic data mining
method based on physical activity measurements. Ab-
normal human behavior is detected as an increase or
decrease of the physical activity according to the his-
torical data. Historical data is used to model human be-
havior without assuming theoretical models, but rather
an information about the last physical activity levels of
the user. The proposed method uses a fuzzy valuation
function to detect abnormal human behavior in real-
time conditions giving a value (from -1 to 1) related
to the abnormality identified. Finally, [22] have devel-
oped a system using machine learning (1-class HMM
and 2-HMM) and statistical models for the inference of
the anomalies in the daily activities and future behav-
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iors. Their mathematical models for detecting anoma-
lies are based on long-term context histories. After the
abnormalities are detected, they propose a method us-
ing the fuzzy rule-based system which combines the
anomalies from different domains to describe actions
to be taken by the expert.

In this work, we use a similar method [21, 22] using
the fuzzy rule-based system to decide about the degree
of the detected anomaly and consequently the level of
intervention needed. While in [21] they just consid-
ered the user physical activity, our focus is on all the
activities in the user routine behavior. In addition, our
method for detecting the anomalies is different from
the one in [22].

2.3. Personalized Persuasive Interventions

Persuasive technologies play an important role
in improving and effectively employing large scale,
personalized interventions [23] to change behaviors.
Health behavior interventions have, for example, been
used to give step-by-step instruction to users for per-
forming their daily activities [8]. In this work, the au-
thors proposed a COACH system for assisting individ-
uals with dementia to wash their hands through step-
by-step audiovisual prompts. For estimating the level
of dementia they used a type of reinforcement learn-
ing (namely, a partially observable Markov Decision
Process (POMDP)). Based on the individuals’ ability
to perform the task, they considered three interven-
tions (assistance prompt with the task description, do
nothing, call caregiver). The main question was the ef-
fect of the personalization for each user with respect to
the intervention choice and the step in which the user
needs help to complete the task. Personalization plays
an important role in designing health interventions, as
the most effective persuasive and motivational strate-
gies are likely to depend on user characteristics, behav-
ior, and context. The POMDP, however, is likely not
to work well if the dimension of the problem and the
number of actions grows. Hence, the method seems in-
feasible for large-scale problems involving large num-
bers of users and intervention actions [24].

In cases where health behavior interventions aim
to encourage and support people to change their be-
havior toward a healthier lifestyle, exploring differ-
ent strategies to find the intervention that is most ef-
fective for a single user is very important. To this
end, a more scalable approach that is currently gaining
popularity is the Multi-Armed Bandit approach: the
multi Armed Bandit problem provides a paradigm for

sequential decision-making under uncertainty. Strate-
gies to address this problem effectively balance explo-
ration —trying out new interventions —with exploita-
tion —using the intervention that we believe is best for
the current user. For instance, MyBehavior [25] is a
personalized healthy lifestyle recommendation system
to help users toward healthier lifestyle regarding physi-
cal activity and dietary behavior. Here the authors used
a decision-making algorithm based on a Multi-Armed
Bandit formulation to generate context-dependent per-
sonalized interventions. Although their approach re-
sults in maximizing the calorie loss in individuals, it
still required manual entry of food photos.

The MAB formalization has been used for person-
alized recommendation in other domains too. For ex-
ample, they have been used for stress reduction [26],
learning action selection for the student [24], modern
service economy[27], suggesting personalized news
articles on Yahoo [28] and serving advertisement in
Google [29]. Inspired by these earlier results we also
adopt a (contextual) MAB formalization to personal-
ize persuasive interventions after detecting behavioral
anomalies.

3. A Motivating Scenario

In this section, we describe a real-life daily routine
activity of an older adult as a motivation scenario for
our system. Sara, 76 years-old, is alone. She likes to
wake up around 7 a.m. and after toileting, she takes
red medicine for her Cardiovascular disease. She gen-
erally has breakfast between 8 and 9 a.m. Then, she has
to do the recommended 30-minute exercises around
10:30 a.m. She takes her lunch somewhere between
1:00 and 2 p.m. She should take Blue medicine imme-
diately after lunch. After that, she relaxes by watching
television or listening to the radio. Then, she keeps her-
self busy with some household tasks (e.g., calling rela-
tives, working on the computer, washing dishes, etc.).
She dines about 7:30 p.m. and goes to sleep about 10
p.m. On average, she uses the bathroom 15 times a
day, and she rests anytime during her daily activities.
In our model, a situation is said to be anomalous when
any behavioral changes (e.g., going to bed late, for-
getting to take medicine, delay in having dinner, visit-
ing the bathroom frequently, etc.) occur. These anoma-
lies may show early signs of health-related issues. The
goal of our system is to detect a current change in
users’ daily activity and subsequently suggest auto-
mated health feedback by aggregating all the informa-
tion about user behavior and the user context.
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4. Proposed Architecture

We previously published early ideas of health feed-
back automation along with a system that detects the
anomalies in the daily activity of older adults [9]. The
previous version used a profiling strategy to model
the user behavior detected through a Context Manager
(CM), a middleware software which detects the events
corresponding to the user behavior. Later, by compar-
ing the logged data with the user daily activity model
and considering the task-related attributes (e.g., task
time, task criticality level, etc.) the system detects the
deviations in the user behavior and provides detailed
information about the anomaly type and the time of
occurrence.

In this paper, we briefly describe our daily activ-
ity modeling along with the online activity recog-
nition module and the mechanism of detecting the
complex events. Further, we explain the method of
decision-making to identifying the true abnormality
with their degree of the anomaly using a fuzzy rule-
based system. Next, an automated multi-armed ban-
dit persuasive suggestion generation module will be
presented that utilizes the anomalous behavior data
and the user context to suggest changes aim to max-
imize the chances of losing bad habits of older peo-
ple. We use a novel sequential decision platform called
StreamingBandit to personalize interventions based on
detected anomalies. StreamingBandit allows for the
easy implementation of sequential decision policies
and provides us with the opportunity to experiment
with different policies.

Our system is designed to close the loop between the
production of user’s log data and personalized health
suggestions. We preliminary present the overall archi-
tecture of our system, and then we briefly discuss the
different parts of the system which aim at adapting the
personalized health suggestion to the user behavior.

Figure 1 shows the architecture of the system that
we have designed to achieve our goals. Its structure can
be described according to three main phases i) model-
ing the user behavior and configuring the analysis ii)
online activity recognition to detect the deviations; iii)
personalizing persuasive interventions.

The first phase consists of building the user daily
routine model and mapping each basic activity to the
events in the user context for further analysis. The sec-
ond phase performs the online activity recognition and
finds the anomalies by passing the recognized activi-
ties to the online anomaly detection algorithm. Later,
the detected anomalies along with the other compo-

nents in the user context are fused to define the degree
of the detected anomaly and identify the level of inter-
vention needed for each specific user. The third phase
implements a personalized intervention suggestion en-
gine using contextual multi-armed bandit formaliza-
tion which according to the detected intervention level
and the user activity generates personalized messages
to help the user increase their life quality.

4.1. Daily Activity Modeling

The first phase has been explained in detail in our
preliminary paper [9]. In summary, we created the task
model which represents the elderly routine daily ac-
tivities with the previously existing ConcurTaskTrees
(CTTE) tool [18]. For simplicity, seven activities of
daily living (ADLs) have been considered. These ac-
tivities are sleeping, waking up, eating, toileting/show-
ering, walking, cooking, and resting. Each activity has
been associated with a criticality level (low, medium,
high) personalized for each user. The criticality level
shows how vital/important is performing this activity
for the user. Activities in the CTT task model have a
hierarchical structure and each activity can be divided
into one or more sub-activities. Although each task
model can include a short term or a long term user ac-
tivity (i.e., hourly, daily, weekly, etc.), users also can
have multiple task models to cover their routine activ-
ity. Meanwhile, task models can be created by involv-
ing the relevant stakeholders (i.e., formal or informal
caregivers and technical developers) and elderly them-
selves.

Later, through the "Association Tool", the activities
(without any further sub-activities) are mapped to the
events in the user context. To this aim, we use a Con-
text Model containing the context events. These events
are configurable based on the available sensors in the
elderly users home. In case of having an activity as-
sociated with composite events, these events are as-
sociated through the logical operators AND or OR.
Therefore, an activity will be considered performed
only if all the associated events occur. This associa-
tion enables our system to recognize complex activities
that should be detected using multiple sensors, such as
waking up (e.g., pressure sensors on bed AND wear-
able sensors for detecting heart rate). So, effective pro-
cessing and selection of meaningful mapping between
the sensors (events) and activities in the task model are
necessary to make them in a proper format for later use
in the Deviation Analysis module. The output associa-
tion file is an XML list of mappings between activities
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Fig. 1. The Architecture of the System

and events in the user context. Each event is associ-
ated with the unique event id and the source where the
event comes from. Further, we subscribe these events
to the Context Manager [30] in order to receive the no-
tification each time an event occurs.

4.2. Online Activity Recognition

Activity recognition (AR) aims to identify elderly
activities based on a series of sensor readings. In this
section, we present the rule-based approach which ex-
tracts the activity from the simple events. This model
sets the conditions that lead to the composite activ-
ity, selecting the primitive events and combining them
according to a well-precise relationship. Most ADLs
are composed of a succession of simpler events. A
composite activity is a high-level activity composed
of zero or more atomic events. The task of identify-
ing so-called composite activities from basic events re-
lies on a set of rules that analyze and correlate other

events, considering the logical operators (And or Or)
between these events. For instance, "sleeping" may
consist of "opening the bedroom door" AND "going
to bed" AND "turning off the light". When all these
events associated with the activity "sleeping" occur, re-
gardless of temporal relations, sleeping activity con-
sidered to be complete. A composite activity that uses
the OR Boolean operator fires when any of its sub-
events fires. A composite activity that uses the AND
operator fires when all of its sub-events have fired.
Each composite activity has a sub-event queue associ-
ated with it. The sub-event queue might be empty or
contain only the names of those sub-events that have
received and not been retrieved. So, each time the CM
sends an event notification, the AR, from the event id,
retrieves the related user association file and the re-
lated activity associated with the received event. Then,
it checks the sub-event queue and controls the logi-
cal expression between the sub-events in the queue. If
all the necessary sub-events (based on the logical ex-
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Fig. 2. The sketch of the Activity Recognition taken from IBM [31].

pression AND and OR between them) have arrived, it
means that the activity has been completed.

Figure 2 shows an example of all the activities that
are recognized by a particular set of events. Note that,
two of them are composite activities (namely A2 and
A3). The sub-events’ queue for A3 contains the event
e6, that triggers A3. The sub-events’ queue for compos-
ite activity A2 contains the events e2 and e4 and it will
be fired when e3 arrives. Let us assume, for instance,
that A2 is defined as "sleeping: <enter the bedroom
(e2)∧ laying down on the bed (e3)∧ turn off the light
(e4)>", and, A3 as "taking the medicine: <taking syrup
(e5)∨ taking the pill (e6)>". If the user behaves in such
a way to produce the sequence < e2, e4, e6 > (which
corresponds to a situation in which the user goes to
bed and only then remembers to take the medicine),
the AR module will recognize "taking medication" ac-
tivity (A3) and will send it to the Anomaly Detection
module. Later, if the user goes back and lays down on
the bed (e3), the AR module recognizes the "sleeping"
activity and only then triggers A2.

4.3. Online and Personalized Anomaly Detection

Trough the events received via the Context Manager,
the online AR module recognizes the associated ac-
tivity and sends it to the Deviation Analysis module.
The Deviation Analysis, in turn, through the real-time
anomaly detection algorithm controls if any deviation
has occurred. Some details on the process of finding
anomalies along with results from the systematic sim-
ulation to determine the feasibility of finding anoma-
lous behavior can be found in [9]. The experimental re-
sults showed that our online Anomaly detection Algo-
rithm has an accuracy of 95%. The algorithm detects
the activity that triggered the anomaly and indicates
the anomaly type and the time of the occurrence. Al-
though the simulation carried in the previous study was

done considering a short-term user activity (a day), the
online anomaly detection algorithm is not limited to
this time frame, as it can detect anomalies with respect
to the task model. If the task model is extended to cover
a longer period, say a week, the algorithm will work
accordingly.

When anomalies have been detected, the next step
is to measure the Delta error, which shows the differ-
ence between the detected anomalous activity and the
planned activity in terms of time, the number of rep-
etitions and the order of the activity. This Delta er-
ror measure, along with the information about the user
context allows our system to distinguish between a sit-
uation characterized as No intervention, Mild interven-
tion, and Strong intervention. We calculated the Delta
errors as follows:

• δtime: In case of having Difference-Early-Time or
Difference-Later-Time anomaly (i.e. an activity has
been performed before or after the planned time),
we subtract the time in which the anomaly occurs
from the time the planned activity should have
been happened and save it as δtime.
• δorder: In case of having Order anomaly (i.e., an

activity has been performed in a wrong tempo-
ral order), we construct the shortest path from the
starting activity(ies) planned in the task model to
the anomalous activity occurred. Then, we sub-
tract the anomalous activity index in the current
partial sequence (i.e., the sequence of activities
that have taken place) from the anomalous activ-
ity index in the new sequence (i.e., constructed
via shortest path permissible by the task model).
We save the result as δorder.
• δmore: In case of having More anomaly (user per-

formed the activity more times than expected
one), the number of repetition has been consid-
ered δmore.

Each time a new anomaly occurs, all the above Delta
errors will be updated based on the new position of the
anomalous activity in the currently received sequence.

Our previous model [9] can confirm the presence of
anomalies, but depending on the user context the fi-
nal situation may not be abnormal. Consider our ex-
ample, Sarah is supposed to take her medicine (e.g.,
red medicine for Cardiovascular disease) at 8 a.m. and
this medicine is highly critical for her. We assume
that it is 9:01 and, she forgot to take her medicine.
The "emergency treatment" for elderly with Cardio-
vascular disease in a Hospital is legally defined as
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forgetting to take their medicine for 60 minutes or
more. In our example, Sarah, who forgot to take her
medicine for 61 minutes, gets the emergency treatment
while another patient who was 56 minutes late gets
virtually no treatment. The fuzzy theory could smooth
out such inequities by offering a sliding scale which
matches the degree of sickness (which in our work is
the elderly health state: δanomaly and criticality level) to
the degree of treatment (level of considered interven-
tion). Two similar patients with Cardiovascular disease
would then experience similar "realistic" treatment re-
gardless of social, economic, or any other status.

We used a fuzzy rule-based system to decide about
the degree of the abnormality detected which results in
identifying the level of intervention needed for the spe-
cific user. In our scenario, if Sarah goes to bed at 10:30
and the "sleeping" activity is not very critical for her, a
fuzzy rule can conclude that the patient state is normal;
this is not a truly abnormal situation, and she needs no
intervention. These rules should be elaborated based
on expert opinions.

4.4. Intervention Level Classification Using Fuzzy
Rule-Based System

We have developed a decision-making system that
implements the decision-making model presented in
Figure 3. This model is a Mamdani-type Fuzzy Rule-
Based System (FRBSs) [32] with three main compo-
nents: (i) Fuzzification interface, simply modifies and
converts inputs into linguistic values to be compared
to the rules in the rule base; (ii) a decision rule base
includes all fuzzy rules (which holds the knowledge
in the form of a set of If-Then rules) for decision-
making and an inference engine (which determine how
the rules are activated); (iii) Defuzzification is when
all the rules that have been activated are combined and
converted to a single crisp output in charge of selecting
the intervention level.

In fuzzy logic things are assumed to be true to
some degree, and simultaneously false to some de-
gree, where, by mutual agreement, a numerical value
between (or including) 0 and 1 is arbitrarily assigned
to represent that degree (i.e., degree of membership).
The variables presented in our model are restricted to
the activities performed by the user, the δanomaly and
the criticality level of activities. Amongst the possi-
ble elderly activities, in this section, for the sake of
simplicity, we only consider "sleeping" and "taking
medicine". Using this information as a starting point,
we aim to infer the degree of abnormal activity, which

Fig. 3. Mamdani-type Fuzzy Rule-Based System

forms a continuous variable with values from 0 to 1
and allows us to distinguish between situations charac-
terized as "No intervention", "Mild Intervention" and
"Strong Intervention". The followings are the main
components of the fuzzy system for intervention level
selection.

A. Fuzzification:
To determine the level of intervention, two in-
puts are required, defined as δanomaly and critical-
ity level. We get the former through the algorithm
that calculates the δanomaly for each anomalous ac-
tivity and the latter from the user task model. All
input variables are called linguistic variables that
later will be separated into linguistic values. To
determine the fuzzy sets we used triangular and
trapezoidal membership functions (MFs) [33].
For the first input, in case of having Time anomaly
(δtime), a range from 0 to 120 is used to de-
scribe the degree of the Time anomaly. Within
this range, 0 represents the lowest error, while
120 defines the most undesirable situation. This
input has five fuzzy sets defined as follows: very
low (VLt), Low (Lt), Medium (Mt), High (Ht),
and Very Hight (VHt). In case of having Order
anomaly, δorder has a range from 0 to 10 where
0 defines the minimum distance and 10 represent
the highest distance compared to the user task
model. It has three fuzzy sets defined as follows:
Low (Lo), Medium (Mo) and High (Ho) order.
The δmore range is the same as δorder with the
difference that the range numbers represent the
number of repetition. The second input, criticality
level, has a range from 0 to 10 and has three in-
put sets defined as Low criticality (Lc), Medium
(Mc) and High (Hc).
The membership functions for both inputs (i.e.,
criticality level and the δanomaly) are shown in Fig-
ure 4 where every set is depicted as described pre-
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(a) Criticality MFs

(b) Delta Time MFs

Fig. 4. Membership Functions of System Inputs

viously. For the sake of simplicity, we only dis-
play criticality and δtime which is an element of
δanomaly in this figure.

B. Decision rules base:
Returning to our scenario, let us assume that
Sarah visits a physician and describes her situa-
tion as follows: Doctor, I should have taken my
medicine at 9:00 with a full stomach to keep my
blood sugar in balance. As I had an appointment
for doing a simple checkup this morning, I for-
got to take my medicine and now it is 2 hours af-

ter my prescribed time. I am not feeling good. In
this situation, the expert tries to guess how critical
the patient’s state is and which level of treatment
should be chosen. He gives his opinion by con-
sidering the activity type, the amount of delayed
time for performing that activity (δtime) and crit-
icality level of this activity for this specific user.
So, if taking the medicine is very critical for Sarah
and, she is late for her medicine, the doctor con-
siders a strong level of treatment for her (e.g., pre-
scribing a new medicine or suggesting a clinical
service). In our model, those opinions (i.e., expert
opinion) are converted to fuzzy rules not only to
choose the most proper level of intervention for
the elderly but also to avoid sending false alerts to
healthcare providers or the elderly themselves, if
the anomalous activity is not truly abnormal.
We model our fuzzy system with conventional
rules based on the structure: if < antecedents >
then < consequent >. The structure of Mamdani-
type fuzzy logic rule is expressed as follows:

IF x1 is A1 AND....AND xn is An

T HEN y is B.
(1)

Where xi (i=1, 2,..., n) are input variables and
y is the output variable. A1, ..., An and B define
the fuzzy subsets (membership function distribu-
tions, conventionally expressed in linguistic terms
like Low, Medium, High, etc.) of the correspond-
ing input and output variables, respectively.
In our rules structure shown in Eq. (1), the aggre-
gation of the membership values (i.e., the process
by which the fuzzy sets that represent the outputs
of each rule are combined into a single fuzzy set
in order to make a decision) is performed by using
MAX which by far is the most common imple-
mentation of the rule aggregation operation [34].
According to the MAX procedure, the final fuzzy
output is calculated from the set of single out-
puts taking the maximum truth value where one
or more terms overlap. Thereafter, the new com-
bined fuzzy set representing the outcome for the
output variable "Intervention level evaluation" is
ready for the last defuzzification process.

C. Defuzzification: The fuzzy system output pro-
vides information about which intervention level
needs to be considered when applying the person-
alized interventions for a user. The output is de-
fined in a discourse Universe between zero and
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one, where zero indicates the lowest degree of the
anomaly which requires no intervention, and one
is the highest degree of the anomaly which re-
quires the strongest intervention.
Defuzzification selects the appropriate action
based on the fuzzy recommendation. The input
for the defuzzifier is a fuzzy set (the aggregated
output fuzzy set) and the output is a single num-
ber coming from the max-product of the output
areas of each rule. However, the rule itself may
be fuzzy, which means the strength of the rec-
ommendation depends on the rule strength ex-
pressed as the membership of y in B in the Eq.
(1). The strength of the rule models differences in
statements like " No Intervention", "Mild Inter-
vention" and "Strong Intervention". For the cur-
rent case, the final output is the intervention level
needed by the elderly. Later, the output is inter-
preted by the persuasion module as the different
kind of interventions required for the individual
user. The centroid method (also called center of
area or center of gravity), which is the most pop-
ular defuzzification method [35, 36] and which
returns the center of the area under the curve, is
used by the defuzzifier to estimate the final inter-
vention level.
The fuzzy system output provides information
about which intervention level needs to be con-
sidered when applying the personalized interven-
tions for a user. The output is defined in a dis-
course Universe between zero and one, where
zero indicates the lowest degree of the anomaly
which requires no intervention, and one is the
highest degree of the anomaly which requires the
strongest intervention. For example, if the input
of the system is criticality = 8 and δtime = 75,
the final output of the system is a crisp value
"0.8" as shown in Figure 5. According to the de-
fined output membership functions, this calcu-
lated value "0.8" represents the degree of the de-
tected anomaly which corresponds to the "Strong
intervention" with the full membership of 1.0 as
shown in Figure 5.
Therefore, in case the result is "no intervention",
the persuasion module does not issue any mes-
sage. On the other hand, if the persuasion mod-
ule receives "strong intervention", it informs the
health professionals for further support. Thus, in
the following section, we assume an intervention
message will only be sent when a "mild interven-
tion" level is encountered.

Fig. 5. Defuzzification

4.5. Personalized Persuasive Interventions

Our persuasion module consists of an intelligent
suggestion engine, StreamingBandit (see [37]), the de-
sign of which was inspired by the contextual multi-
armed bandit (cMAB) problem [38]. The cMAB prob-
lem is a well-known sequential decision-making prob-
lem (see 4.5.1 below) and its formalization provides an
abstraction that allows for the implementation of mul-
tiple decision strategies to select persuasive messages
in our context. The module can be used to dynami-
cally learn from user behavior by suggesting actions
that maximize the chances of losing bad habits in older
adult’s behavior. The suggested actions in our work are
text-messaging interventions which are defined based
on the six persuasive principles as described by Cial-
dini [39].

Interventions: Interventions using short messages
may be most effective as a reminder system to sup-
port behavioral management [40]. We create several
short messages that implement different social influ-
ence strategies as defined in [39] that can be deliv-
ered to individual users [41]. The six persuasive princi-
ples by Cialdini are: reciprocation (giving before you
get), consistency (act consistently with prior commit-
ments), socialproo f (do as others do), liking (the more
we like people the more we want to say yes to them),
authority (trust me, I’m a doctor), and scarcity (the
less available resource the more we want it). We pro-
pose to use three of these in our system: reciprocity
(e.g., listen to this relaxing song and go to sleep, in-
cluding a link to the song), social proof (e.g., 70%
of the healthy Adolescent Populations go to sleep on
a regular time.) and authority (e.g., your doctor says
that sleeping late increase your stress level.). Given
these different possible intervention messages, and the
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anomaly detection module described before, the per-
suasion module can be formalized as a contextual
MAB problem and addressed using StreamingBandit.

4.5.1. Contextual Multi-armed Bandit Problem
In abstract terms, a contextual multi-armed bandit

problem concerns a sequence of interactions in which
an agent chooses, based on a given context, an action
from a set of possible actions such that the total reward
of the chosen actions is maximized. The rewards de-
pend on both the chosen action and the context. A basic
formalization of the cMAB problem is as follows: At
each interaction t, the agent observes a context xt and
consequently chooses an action (arm) at to receive re-
ward rt. The aim of the agent is to maximize the cumu-
lative reward,

∑T
t=1 rt, where T denotes the total num-

ber of interactions. To achieve this aim, the agent em-
ploys a policy π which is a function that takes the con-
text xt and the historical interactions (x′, a′, r′), and re-
turns an action. A personalized, persuasive, system can
easily be described using this formalization: the user’s
current states correspond to context, the personalized
persuasive interventions correspond to the different ac-
tions, and the users’ performance on future activities
correspond to the rewards [42].

4.5.2. StreamingBandit
StreamingBandit is an open-source RESTful web

application that allows formalizing sequential decision-
making procedures as a cMAB problem and, by virtue
of this formalization, makes it easy to experiment with
different policies in situ. The implementation of a
cMAB policy in StreamingBandit is based on two dis-
tinct steps that jointly comprise the policy itself:

1. The summary step: In this step all the data are
summarized into a set of parameters θt. Effec-
tively, the previous state of the parameters θ′t
gets updated in each step by the new information
(xt, at, rt). This step implements how the policy
learns from observations that arrive over time. To
ensure scalability, often |θ′t | � |(x′, a′, r′)|.

2. The decision step: In this step, by using the new
context, xt and the current state of the parameters
θt, the next action at is selected. This step imple-
ments the decision that is made by the policy.

StreamingBandit facilitates the implementation of
different summary and decision steps to compose poli-
cies. Subsequently, a policy can be directly employed
in the field using the REST API provided by Stream-
ingBandit. StreamingBandit implements a number of
common policies by default, for example:

• ε-first [43] : For the first εN, where 0 < ε < 1,
actions are selected uniformly at random from the
set of possible actions. For the remaining (1−ε)N
interactions the action that attained the highest
mean reward during the period of random selec-
tion is chosen. This policy effectively implements
a randomized experiment (with n = εN), after
which the action with the highest mean reward is
selected.
• ε-greedy [44]: The best performing action—that

with the highest mean reward—is selected for a
proportion 1− ε of the interactions, and a random
action is selected (with uniform probability) for a
proportion ε.
• Thompson sampling [45]: Using a Bayesian

model on the underlying parameters of the reward
of each arm, and at each interaction, an arm is
played according to its posterior probability of
being the best arm.
• Bootstrap Thompson sampling [46]: Similar to

Thompson sampling, however, in this policy the
posterior distribution is approximated using an
online Bootstrap distribution for computational
ease.

4.5.3. Formalizing Personalized Persuasive
Interventions Using StreamingBandit

To detail the design of the persuasion module we
first give an example and subsequently introduce the
formalism adopted in the system: consider the "sleep-
ing" activity discussed in the previous scenario and as-
sume that we have various sensors in the older adult’s
house which allow our system to measure this activ-
ity. Sleeping has different criticality levels for different
users and each user might have planned to carry out
this activity at a different time of the day, for a differ-
ent duration or in a different order. Every day, our sys-
tem observes the activities and detects whether the user
deviates from the expected routine. Upon detection of
a deviation, we initiate an interaction with Stream-
ingBandit. The context that StreamingBandit receives
consists of the current state of the user and the de-
tected anomaly. Next, one of the possible persuasive
messages (reciprocity, social proof, or authority) is se-
lected. Subsequently, the sensors are used to determine
whether the message was successful: if the users’ be-
havior is changed by the message, a reward is received.
Looking at the Persuasion module Diagram shown in
Figure 1 the scenario described above consists of the
following elements:
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1. An index of the interactions t = 1..., t = T where
t is every time that an anomaly is detected.

2. The context xt ∈ Xt where X is a set of variables
describing the current state. The context feature
vector x consists of 3 variables that describe the
current user, the activity type (e.g., sleeping) and
intervention level respectively. In the following,
and for the sake of clarity, we focus only on
“mild” interventions.

3. The action at ∈ At where A is a set of possi-
ble interventions that our system can take. In our
case the actions space consists of a list of persua-
sive messages, one for each of the three persua-
sive strategies that we have selected.

4. The reward rt is a (function of the) measured re-
sponse at that point in time. In our system, a de-
crease in the day-to-day number of anomalies is
considered a reward.

5. A policy Π : x1, ..., xt′−1, a1, ..., at′−1, r1, ..., rt′−1
→ at , which is a mapping from all possible inter-
actions (their contexts, actions, and rewards) up
to some point in time t = t′ to the next action at′

in a way that the cumulative reward is maximized.

Table 1 lists the possible values the different variables
can have in our simple scenario; in reality the number
of contextual variables is much larger.

In some respects, the integrated platform (i.e., the
online anomaly detection and persuasion module using
StreamingBandit) emulates the behavior of a physician
who meets different elderly patients sequentially (at
each interaction t). For each elderly the physician ob-
serves current condition (context xt) and background
(historical data θ′) and consequently chooses the treat-
ment (action at) such that the cumulative reward, mea-
sured in terms of the general health of the elderly is
maximized. To choose the best treatment, which in our
case is the best persuasive intervention message, dif-
ferent decision policies π can be implemented which
take the current context and the historical interactions,
and assign a new intervention message.

Table 1
Variables and possible values in the cMAB scenario describing our
personalized persuasive intervention module.

Type Variable Values
Context User 0, 1
Context Activity "sleeping", "medication"
Context Intervention level "mild"
Action Message "Authority", "Social proof", "Reciprocity"

5. Simulation and Results

To verify the performance of the two most important
modules in our system, namely the "Deviation Anal-
ysis" and the "Persuasion module", we ran two sepa-
rated simulation studies as described below.

5.1. Simulation of the Deviation Analysis Module

In order to have a systematic analysis of the sys-
tem ability to detect the anomalies and calculate the in-
tervention level needed for the user, we accomplished
a laboratory evaluation by simulating the activities
received from the Activity Recognition module. We
adopted the following simulation methodology:

1. Preparation of the ground truth. To this aim, we
create a task model considering user routine that
spans a week (i.e., the user follows the same rou-
tine during the weekday and a different routine
on the weekend). This routine includes activi-
ties such as taking medicine, showering, cooking,
sleeping, outdoor activity (e.g., the user goes to
church on the weekend). The activities of a week-
day have different order and time interval [Ts,Te]
from those on the weekend. In this example task
model, multiple activities can be freely chosen or
performed concurrently.

2. Simulation of the user normal behavior. We ob-
tain 100 normal sequences (S) using the task
model simulator (which is a component enable in
CTT that simulates all the possible user behav-
ior based on the temporal operations among ac-
tivities in the task model). More detailed infor-
mation on the task model simulator process can
be found in [9]. Afterward, the simulator allo-
cates a timestamp (t ∈ [Ts,Te]) to each activity in
each sequence. The normal sequences S serve as
a ground truth for the system performance valida-
tion. Thus, an activity sequence s on S can be for-
mally express as a triple (s,Ts,Te), where: Ts <=
Te and Ts is the starting time, and Te is the ending
time, and s =< (A1, t1), (A2, t2), ..., (An, tn) > is
an ordered sequence of activities such that Ai ∈ S

for all i = 1, ..., n, and ti <= ti+1 for all i =
1, ..., n− 1, and Ts <= ti <= Te for all i = 1 to n.

3. Simulation of the user anomalous behavior. Af-
ter generating all possible activity sequences per-
missible by the task model, the anomalous se-
quences’ simulator takes as input all 100 normal
sequences in S and from each sequence, s selects
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Table 2
Experimental results with the simulation

Simulated
System detection

Abnormal No Anomaly Another Anomaly

Abnormal 689 6 29

No Anomaly 3 100

randomly an activity. Next, by manipulating and
applying one of the seven anomalies described in
[9], section 4, generates other 700 anomalous se-
quences (N). The process of applying the anoma-
lies on randomly chosen activity in each sequence
s and generate anomalous sequences n ∈ N is as
follows:

– Less: Omitting the chosen activity.
– Time_anomaly (i.e., Difference-Early-time,

Difference-Later-time): Setting the activity
time after its start time (ts) and end time (te)
respectively. The changes are made in such
a way to still respect the activities order.

– Difference-Order: Picking a random num-
ber between [0, sequencelength− 1], select-
ing the activity in that index (Ai) and switch-
ing it with the next activity (Ai+1) in a way
that the task time remains in its time inter-
val.

– Difference-Time-order: Implying both order
and time anomalies as mentioned above.

– More-number: Creating another instance of
the same activity and locate it in a position
that is allowed by the task model with re-
spect to the other activities time and order.

– More-order: Creating another instance of
the same activity and locate it in a position
that is not allowed by the task model with
respect to the other activities time and order.

4. Execution of the Anomaly Detection Algorithm
over the simulated data. For each generated se-
quence of activities (n and s), the simulator feeds
the anomaly detection algorithm with one activity
per time. The output of the anomaly detection is
thus a sequence of responses, one per each input
activity.

5. Validation. The resulting output sequences are
used to construct confusion matrices and calcu-
late the algorithm performance measures.

5.1.1. Results
The core of the Deviation Analysis module is the

anomaly detection algorithm that analyses one by one,
the incoming activities in order to detect any devia-
tion from the user behavior as defined in the CTT task
model. Thus, the anomaly detection algorithm oper-
ates in real-time and indicates any potential deviation
at the time of occurrence, based on the activities al-
ready received. In other words, the anomaly detection
operates on the prefixes of the entire sequence of ac-
tivity caused, along with a time frame (e.g., one full
day or one week, as defined in the CTT graph model),
by the user. For this reason, the dynamic behavior of
the algorithm on a prefix can be different from that one
on the entire sequence because an anomaly that can
be correctly classified by the analysis of an entire se-
quence may be temporarily misclassified based on a
prefix of the sequence.

In order to assess the extent of such temporary mis-
classification, we simulate the execution of the algo-
rithm over the simulated sequences (both correct and
with anomalies), as defined at point 4 of Section 5.1.
The results of the simulation are presented in Table
2. The first line of the table shows the behavior of
the algorithm when a given anomaly A is generated in
a sequence. It reports the number of cases in which
anomaly A is correctly classified (true positives), the
number of cases in which the anomaly is not detected
(false negatives), and the number of cases in which
the anomaly A is misclassified as another anomaly A′

(false negatives). Similarly, the second line shows the
behavior of the algorithm for the sequences that do not
contain any anomaly. In this case, it reports the number
of cases in which an anomaly is detected (false posi-
tives) and the number of cases in which no anomalies
are detected (true negatives).

The performance of the simulated Deviation Anal-
ysis module is shown in Table 3. The measured sen-
sitivity and specificity indicate the capacity of the sys-
tem of correctly identifying true abnormal activity and
the capacity of the system of not generating false posi-
tives, respectively. The FPR (false positive rate) shows
the proportion of all the cases in which abnormal activ-
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Table 3
Deviation analysis performance summary

Measure Rate

Sensitivity 95%
Specificity 97%

FPR 3%
Accuracy 95%

ities have been identified as a normal one. Since each
anomaly may have, in general, different interpretation,
the accuracy of the anomaly detection algorithm can
not reach 100%. The accuracy of the algorithm has
been calculated as 95%.

As mentioned earlier, the classification of an anomaly
may change during the time (as the prefix sequence
evolves with the occurrence of each new observation),
as the algorithm progressively converges towards the
proper classification. For example, assume that a user
forgets to perform an activity A. The algorithm cor-
rectly detects that A has been omitted (thus it outputs
"Less"), but later, after the occurrence of some other
activities, the user performs A. In this case, the proper
classification would be Order (i.e., the activity happens
in the wrong order), but this output can be reached by
the algorithm only when A actually occurs. Hence, the
correct classification is output by the algorithm with
a delay (latency), during which the anomaly had been
misclassified. Note that, latency is particularly inter-
esting because it indicates the time necessary for the
algorithm to converge towards the correct classifica-
tion.

For this reason, we evaluate the latency of the
anomaly detection algorithm. Specifically, latency is
defined as the time elapsed between the time of occur-
rence of an anomaly and the time in which the anomaly
detection algorithm outputs the correct classification.
In the simulation, we calculate the average latency in
the cases in which there is a temporary misclassifica-
tion, along with the confidence interval to show the
range of its variation. The results show with 95% confi-
dence that the average latency in the cases where there
is a misclassification is between 34.9 and 57.9.

5.2. Personalized Intervention Simulation

To validate our suggested "Persuasion Module" we
implemented a simulation study based on the scenario
introduced in 4.5.3. To do so we first specify the data
generating mechanism. In concordance with Table 1,
we setup the following data generating process:

1. A user id ∈ {0, 1} is generated. We assume user
0 has a higher probability of performing anoma-
lous behavior and we select users with probabili-
ties Pr(user = 0) = .6 and Pr(user = 1) = .4.

2. An activity ∈ {sleeping,medication} is gener-
ated. We assume the activity is independent of
the user, and each activity occurs equally often:
Pr(sleeping) = Pr(medication) = .5.

3. A cMAB policy π selects an action. In this
simulation study we implement k-arm Bernoulli
Thompson sampling [46] where we define an arm
for each possible context-action combination and
we use a Beta(1, 1) prior for each arm. Hence,
we model each context-arm combination inde-
pendently and we consider 2× 2× 3 = 12 arms.

4. Subsequently, binary rewards are generated using
the success probabilities (e.g., Pr(r = 1|a, x) pro-
vided in Table 4.

5. Finally, the observed reward is used to update θ
(and thus in this case the Beta(α, β) posterior for
each arm).

Table 4
Probabilities for rewards in our data-generating process. Note that
user 0 responds well to Reciprocity messages, irrespective of the
activity type, while user 1 responds well to Social proof messages
when a sleeping anomaly is detected, and she responds well to Au-
thority messages when a medication anomaly is detected.

User Activity Message Pr(r = 1)

0 Sleeping Authority .1
0 Sleeping Social proof .1
0 Sleeping Reciprocity .7
0 Medication Authority .1
0 Medication Social proof .1
0 Medication Reciprocity .6
1 Sleeping Authority .2
1 Sleeping Social proof .6
1 Sleeping Reciprocity .2
1 Medication Authority .9
1 Medication Social proof .1
1 Medication Reciprocity .1

Figure 6 demonstrates the expected mean reward at
each interaction t ∈ {1, . . . ,T = 200} for our im-
plemented policy. The expectation is computed over
m = 10000 simulation runs. Note that choosing mes-
sages randomly would, in this case, produce an ex-
pected reward of .31, while an optimal policy—an ora-
cle policy that always selects the action with the high-
est expected reward for each context—achieves an ex-
pected reward of .69: we indicate these using horizon-
tal dashed lines in Figure 6. It is clear that over time
Thompson sampling "learns" to match the correct ac-
tion to the correct context: thus, over time, the selected
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messages are tailored to the user and the system indeed
provides personalized persuasive messages.

Note that our description of the use of Streaming-
Bandit above is rudimentary; the platform itself en-
ables much more advanced modeling of the relation-
ship between the rewards, the context, and the actions,
and the platform can be used to easily implement poli-
cies in which the action selection probabilities change
over time. However, the current simulations show how
activity recognition, anomaly detection, and active in-
terventions can be used to create a persuasive system
that personalizes interventions.

6. Conclusions and Future Work

This paper proposes a real-time and personalized so-
lution performing daily activity recognition, anomaly
detection and generation of personalized and persua-
sive message interventions. The central objective of
our method is assisting older adults to maintain func-
tional ability to do their daily routines and live as inde-
pendently and healthy as possible. The proposed solu-
tion models the users’ daily routine using a task model
specification and performs the online activity recogni-
tion through a Context Manager, which detects rele-
vant contextual events occurring in their lives. In ad-
dition, the user daily behavior model serves as a per-
sonalized knowledge base for detecting abnormal be-
havior. The system reduces false alarms by combin-
ing the user context and detected anomalies using a
Mamdani-type fuzzy rule-based system. Finally, the
system suggests personalized interventions to users
aiming to minimize their anomalous behavior.

We propose the use of a sequential decision pol-
icy, implemented in the novel StreamingBandit plat-
form, to select messages adopting distinct persua-
sive strategies for each individual so that compliance
is maximized. We believe that the overall system—
which combines detection and intervention in a closed
feedback-loop—can provide a solution for health-care
professionals and the elderly themselves. The system
performs real-time detection of anomalous behavior
and is able to send notifications in case a patient needs
attention. Overall, the developed system can improve
the quality of support in context-aware remote health-
care systems and help users to improve significantly
the quality of their lives. There are several possible fur-
ther developments. First off, while we have proposed
the design of the overall system and parts of it have
already been tested in practice, evaluating the full sys-
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Fig. 6. Performance of Thompson sampling for allocating personal-
ized persuasive messages.

tem in situ poses a future research challenge. Such an
evaluation should allow us to experiment with differ-
ent sequential allocation policies in StreamingBandit
and properly assess the effectiveness of the proposed
system. In addition, there are various health-behavior
theories and models for developing effective persua-
sive intervention messages that will help improve peo-
ple’s health state. While in this paper, we applied one
of these theories (i.e., Cialdini’s six principles of per-
suasion), in future research we aim to apply and eval-
uate different ones through our proposed sequential
decision-making method and determine which aspects
of these theories are most effective for older adults.

Furthermore, we plan to investigate how to improve
the activity recognition by considering the time win-
dow for the complex events gathered through sensors
and received via Context Manager. In our work, we as-
sumed the complex events are received in an accept-
able time window and we did not model the uncer-
tainty of the event timestamps. Finally, we aim to val-
idate our model with real data from monitoring older
adults’ daily activities in a field trial.
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